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Abstract We investigate the circumstances in which business cycle forecasting is
beneficial for business by addressing both the short-run and the long-run aspects. For
an assessment of short-run forecasting we make a distinction between using publicly
available information of cycle probabilities and the use of resources to sharpen this
outlook. A sharpened forecast can pay off because it helps the firm to optimally select
its output mix. For a long-run perspective we show that firms whose optimal level
of operation varies with varying selling prices gain from an accurate assessment of
the likelihood of the states of expansion and recession. Petroleum refining in the U.S.
is econometrically studied as an exemplary industry. The results document cyclical
regularities that indicate that forecasting is advantageous for firms in this industry.
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1 Introduction

Firms have been using business cycle forecasts as well as producing their own fore-
casts for a long time and have considered forecasting to be a key element of successful
business practice (Rotheli 2007; Friedman 2014). The last two decades of the nine-
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teenth century up until the 1920s can be considered an early peak of business cycle
forecasting and of its popularity among producers. The great depression which had
not been forecast and which lasted much longer than experts had foreseen diminished
the role of forecasting for roughly two decades. The 1950s and 1960s saw a strong
revival of business cycle forecasting (Luedicke 1954; Lewis 1959). Ethe (1956) by the
means of case studies and Wheelwright and Makridakis (1973) by way of a survey of
leading managers provide insights on applications of forecasting methods in business
practice. The enthusiasm of business for forecasting general economic activity has not
suffered from skeptical findings of empirical economists regarding the predictability
of the course of the economy (Zarnowitz 1992; Diebold and Rudebusch 1999). In
fact, a majority of writers addressing the business decision maker (e.g., Turner 1978;
Hudson 1993; Achuthan and Banerji 2004; Ellis 2005) suggest using a modern econo-
metric version of practices that have been known since the early years of business
forecasting. Authors like Giliand (2010)—who sees forecasting as largely a waste of
resources—are clearly in the minority.

This paper offers an analysis of the circumstances in which firms can profit from
relying on business cycle forecasting. One way forecasting can generate an advantage
is when a sharpened outlook helps to optimize the short-run product portfolio of a
firm. A longer-term effect is the gain a producer can realize when he/she chooses the
size of his/her operation on an accurate estimate of the likelihood of expansions and
contractions. Section 2 leads into the analysis by presenting a Markov perspective of
the business cycle. Section 3 describes the conditions that make spending resources on
a (limited) increase in predictive accuracy of a forecast worthwhile. Section 4 looks at
how characteristics of the business cycle can influence the optimal choice of a firm’s
size of operations and what probabilities should guide this strategic decision. Section 5
offers an empirical application. The econometric analysis of selling prices from the
petroleum refining industry suggests that this industry is likely to benefit from both
short- and long-run assessments of business cycle frequencies.

2 A suggestion of conceptualization

In order to discuss the potential benefits of business cycle forecasting we build on a
modern probabilistic view of the cycle. The starting point is the notion of a dating of
business cycle conditions as exemplified by the National Bureau of Economic Research
(NBER). This institution publishes calendar dates regarding peaks and troughs of U.S.
business cycle expansions and contractions. Figure 1 documents such a display of the
cycle with 1s marking quarters of expansion and Os quarters of contraction.! The next
step is to assume that the business cycle can be described as a Markov process. This
means that we take the switching probabilities as only being a function of the present
state of the economy. Hence, good times follow good times with a given probability
and bad times follow good times with one minus this probability. More concretely, in
good times (expansion of real GDP) there is a probability of a continuation of good

1 With this choice we take the perspective that the stage of the cycle is objectively, if at times only with a
lag, identifiable.
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Fig. 1 Booms (1) and recessions (0) according to NBER dating

times—call it p—and correspondingly a probability 1 — p that good times will come
to an end in the next period (i.e., next quarter). In qualitatively the same manner but
with different probabilities the same applies in recessions: in bad times (contraction
of real GDP) there is a probability of a continuation of bad times—call it g—and a
probability of 1 — g of a return to good times.

Empirically, drawing on quarterly data of the U.S. business cycle since 1945 and
until the end of 2016 these probabilities are of the order of p = 0.95 and ¢ = 0.73
(updated from Rotheli 2012). One implication of this Markovian view of the business
cycles is that expansions do not tend to die of old age (Diebold and Rudebusch 1990;
Zarnowitz 1992).? Furthermore, and of key importance for the purpose of forecasting,
this perspective suggests the practical impossibility of precisely predicting turning
points. The arrival of a recession, e.g., is a calculable risk but trying to see it coming is
like trying to look around the corner. The first issue to be clarified in the next section
addresses the short-term issue of optimizing the portfolio of produced goods with the
benefit of an informed business cycle forecast.

3 Variations of optimal output mix over the business cycle

Business cycle econometricians of recent years have investigated whether additional
(and what kind of) information is able to sharpen the business cycle outlook (Estrella
and Mishkin 1998; Sephton 2009; Batchelor 2009; Harding and Pagan 2010; Liu
and Moench 2014). That is, can we find data which besides the current stage of the
cycle help to predict whether the economy is continuing as before or whether we

2 Note that a dependence on duration would not invalidate the analysis that follows but would merely make
the probability p depend on the length of the expansion.
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are at a turning point? The presumption of our analysis here is that such information
potentially exists.® In the figure of speech used before there exists information and
(forecasting) technology that lets us see just a bit more of what is behind the corner. One
concrete form in which such a sharpening of the business cycle outlook is beneficial
is the situation where the spread of prices across the different goods a firm produces
is affected by the state of the business cycle.* In this case the output mix will be
influenced by the business cycle forecast because for most businesses changing the
output mix takes some time.

In the following we ask under what conditions it makes sense to use resources
in trying to forecast whether a boom continues or comes to an end.> To answer this
question we have to model the payoffs for the firm under different business cycle
conditions. For this purpose we need to specify the economic details of prices and
costs. Concretely, we think of the firm as producing two different goods. The first of
these goods (labeled L, for large) yields a relatively higher selling price in times of
expansion compared to times of contraction while the price of the second good (S, for
small) is relatively higher in recession times. Very likely (and a point to which we will
return in the next section) prices of both goods will be lower during contractions than
during expansions. An example for the described variation of prices would be the prices
and profit margins for cars of different size and fuel-efficiency: during recessions the
demand for larger cars tends to decrease more strongly than for smaller cars and vice
versa during expansions (see Morris 1996; OECD 2009). This tendency is reflected
in the cyclicality of prices.

We will not address issues of oligopolistic price setting here and instead take selling
prices to be exogenous for the firm and denote them as PB pB , Pf, and PSR with
the subscript indicating the type of good and the superscript indicating the state of
the macroeconomy. Consider further that the firm faces rising marginal costs in the
production of either good. This is captured in the following cost function for the firm

C(0s. Q) =a+p (0 +01). (M

3 Finding one or more variables that help explain the probabilities of a continuation of the present state
(and the probability of a turning point) is only one requirement for making an informed forecast. A further
requirement is to find a quantitative relationship that is stable and hence reliable for out-of-sample fore-
casting. The results documented in Estrella and Mishkin (1998) indicate that stock price data and interest
rate spreads are the potentially most informative variables for improving probability assessments for the
U.S. business cycle. Information concerning these variables are not only significant for explaining the cycle
in-sample but also predict out-of-sample.

4 One could think of other aspects relevant for decision making (not to be modeled here) where this type
of analysis would apply. Besides the varying output prices the costs of inputs may also be affected by the
business cycle.

5 Clearly, the question of forecasting during recessions could be developed as a straightforward extension
of the present analysis.

6 An early contribution to the sensitivity of prices to cyclical changes is from Wasson (1953) who documents
sizable variations across types of durable goods. See also Gordon (1990) for a major contribution to the
measurement of prices of durable goods. Effective selling prices, e.g. for automobiles, have to incorporate
rebates which, particularly during recessions, can be significant and furthermore prices tend to decline as
customers in recessions tend to relocate purchases to low-priced retailers (see Coibion et al. 2015).
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where f is positive.” For simplicity we take a resource constraint for the firm which
limits the sum of the total of all produced goods according to Qg+ Q1 = 1. Maximiz-
ing expected profits leads to the following outputs for S- and L-goods, respectively®:

QS:%—£<P£—PSB)—l4_—ﬂp(Pf—PSR) )
0u =5+ 4o (PP - P8+ 20 (P - PE) 3)

The result in terms of output will typically be a deviation from a fifty-fifty (i.e., 1/2)
splitin the production of the two goods and instead an outcome with Q; > Qg.Evenif
the size of the price differences under different cyclical conditions (i.e., PLB - PSB >0
and PR — PR < 0) were of similar absolute size the outcome would be Q; > Q5.
Hence, in expansion times output of L-goods will typically be higher than output of S-
goods. Intuition on the benefits of business cycle forecasting can be further developed
when, for simplicity, we assume that PLB =P+, PSB =P - 3, Pf = P — 3§, and
PSR = P + 8 where P is the average price of the firm’s products in boom times and P,
in recession times, and § is a parameter indicating the cyclical effect on the spread of
prices.!? In this case the expression for the expected profit £ (IT) during good times
simplifies to

_ 5 B & 2
E(H)—pP+(1—p)£—a—§+%(2p—1) “4)

It becomes clear that the expected profit rises as the probability p deviates farther from
the value of 1/2. This effect is the larger the more the spread of prices (i.e., the term
8) is affected by the business cycle.

Next, we ask whether business cycle forecasting over just relying on the histor-
ical frequency of a continued expansion is profitable. The following setup helps to
analytically assess this question. We see an informed forecast as giving firms a more
differentiated view regarding the probability of a continuation of a boom. More specif-
ically, with business cycle forecasting there are equal probabilities (of 0.5) of, (1) a
situation type A emerging in which the informed forecast indicates that the probability
of a continuing boom is more likely than based on a simple Markov view (i.e., higher

7 We could differentiate the parameter S over types of goods but for the basic insights developed here this
is not material.

8 Expected profit, given Qg + Q7 = 1, can be written as E (IT) = p[QLPLB +1-0r1) Pg] +

1-=p) |:QL Plfe +1-01) PSR] —a — ﬂQ% - - QL)Z. Maximizing expected profit rather than
strategies like, e.g., downside risk control (Barro and Canestrelli 2014) is the appropriate criterion here
given the repetitive nature of the decision problem and the availability of probability estimates.

9 Given p =0.95, P§ - Pf would need to be 19 times higher than Pf - Pg to neutralize the described
effect of business cycle expectations on the output mix.

10 With the labels concerning goods chosen as “large” and “small” the situation of a typical firm will be
that § is positive. However, for our analysis these labels could be changed in any way (e.g., good 1 and good
2) and § could also be negative.
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than p) and, (2) a situation type B where the reverse holds. To be specific, the first
case is described by an informed probability of continued good times of p 4+ ¢ and
the second case by a probability of continued good times of p — ¢. Obviously, the
parameter ¢ is the measure of the quality of the forecast.!" When the production deci-
sion is made based on the informed forecast we denote the resulting expected profit
by Er (IT). It turns out that the difference between expected profits with and without
forecasting can be expressed as

282(]52
Ep(I) - E(ID) = 5 Q)

Hence, we find that relying on a forecast that sharpens the producer’s probability
assessment tends to increase expected profit and observe that this gain rises with the
square of the parameter ¢, that is, with the quality of the forecast. Further, the gain
from an informed forecast is larger the more the cycle affects the spread of prices
across goods. Last, note that neither the general level of prices (i.e., P and P) nor
their variation over the cycle (i.e., P — P) affects the benefit derived from short-term
forecasting.

Thus, industries in which the spread of prices across the spectrum of produced goods
is more affected by the cycle will tend to benefit more from business cycle forecasts.'?
This perspective can also help to explain differences in the prevalence of business cycle
forecasting in different industries. Consider also changes in the precision of business
cycle forecasts (in our model changes in ¢) over time and we can see some of the
reasons for the variations in the popularity of business cycle forecasting over time.

4 Size of operation and business cycle frequencies

In this section we describe a further, strategic, way in which a firm can benefit from
relying on business cycle estimates. The point developed here has so far not received

11 This probabilistic perspective on the role of forecasting can intuitively be grasped when we consider
forecasting as selecting a ball from an urn. In the case of the uninformed forecast we can think of nature
(or fate) as drawing a ball every quarter during the expansion from an urn with 100 balls where 95 balls
have the label “expansion” and 5 balls are labeled “contraction”. This makes for a probability of 0.95 in
favor of a continued expansion. Think now of forecasting as affording a glimpse into the urn and perceiving
that nature is drawing from one of two smaller urns termed A and B with 50 balls each and with unequal
numbers of balls labeled recession. Consider as an illustration the case where urn A contains two recession
balls and urn B contains three of them (implying 48 expansion balls in A and 47 such balls in B). This
means that with informed forecasting we are either in the situation with p = 0.96 or p = 0.94. In terms
of the terminology introduced this is a situation with a ¢ = 0.01. Accordingly, an informed business cycle
forecast allows us a sharper assessment of the likelihood of a continuation of a boom. If we know the choice
to be from an A type situation we know with a higher probability that the expansion continues. By contrast,
in a B type situation we know that a continuation of the expansion has a lower probability. Hence, the role
of the forecaster is to tell management whether they face situation A or B. In the former case an informed
forecast makes us—and rationally so—more optimistic regarding the expansion and in the latter it makes
us more pessimistic. Clearly, if ¢ is zero we are back in the non-informed situation. Also, ¢ has an upper
boundary of 1 — p.

12 Obviously, the potential benefit of an informed forecast has to be weighed against the costs of the
forecast. See Rotheli (1998) for an elaboration of this point.
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0(P) 0(P) OP) 0.,(P)

Fig. 2 Selling price, size of operation and profit

much attention in the literature. It concerns the question of how business cycle fre-
quencies should be taken into account when making long-term capacity choices. Given
investments in fixed capital a firm cannot easily adjust its size over the cycle even if,
under different conditions, different sizes of operations would be profit optimal. We
study the limiting case when as regards size the firm has no flexibility over the cycle and
hence must make a choice that fits both boom times and recession times. The Marko-
vian perspective outlined above also implies that there is an unconditional probability
that the economy is in expansion (¢) and, similarly, an unconditional probability of
contraction (1 — ¢). Empirical estimates of these probabilities for the post WW2 era
are 0.85 and 0.15, respectively.'

Here, we focus on the choice of a firm regarding the size of its operation and the
level of invested capital. Producers typically face the tradeoff between an operation
that demands relatively little capital but involves costs that rise relatively quickly as
production increases and an alternative with more capital invested that goes with a
lesser increase in costs. This choice depends on the anticipated selling prices and the
relative likelihood of expansion and contraction times. As a concrete example, consider
the situation of a firm having to choose a level of invested wealth (W) considering that
at a lower (higher) level of W the costs of financing are lower (higher) but average
costs are higher (lower). Figure 2 shows two cost functions that represent the choices.

C1 (Wy) represents costs at a lower level of invested wealth and C> (W3) show costs
at a higher level of invested wealth W, > W. In both cases we see costs as a function
of the quantity of goods produced and sold (Q). Revenue (R) is proportional to Q

13 The transition probabilities discussed before and (unconditional) probabilities of the two states of a
Markov process are related by the equatione = (1 —¢q) /(2 — p — q).
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with the selling price as the factor of proportionality. Hence, Ry and R, represent
revenues given two different prices with P, > Pj. Let us first focus on the firm with
the cost function C; (W1). When the price is at P; the firm chooses quantity Q1 (Py)
and realizes profits of I1; (P;) which can be seen in the graph as the vertical solid
line. At the higher price P, the same firm chooses the higher output Q1 (P») and
realizes profits of IT; (P»). Turning now to the firm with the higher invested wealth
we see that at the lower price Pj this firm produces at Q> (P;) and with its revenues
can just cover costs (i.e., realizes a level of zero profits). Given the higher price P>
the larger firm now chooses the output Q5 (P») and realizes profits of I1, (P>). What
becomes apparent from this graphical display is that the choice between the two levels
of possible operation depends on the level of the selling price.

Evidently, if the selling price were known always to be at P; then the firm would opt
for the smaller operation whereas at the higher price P the firm would choose the larger
operation. Returning to the reality of the business cycle the firm faces uncertainty and
thus has to assess the likelihood of different levels of its selling price. The analysis
presented in graph 2 already allows to see that the choice of firm size becomes a
question of probabilities of price outcomes. With a high probability of the low price
being realized the firm would opt for the smaller size. However, as the probability
of the higher price being realized increases the firm will tend to choose the larger
size of operations. To make explicit the connection with the business cycle we see P
and P, (call them P and P) as the prices realized during recession and expansion,
respectively. Hence, to set the optimal size of the operation the firm needs an accurate
estimate of the likelihood of being in expansions and recessions. As already indicated
at the beginning of this section accurate estimates of the relative frequencies are 0.85
and 0.15, respectively. For a fuller understanding we need to make the analysis just
sketched more general. Here, the optimal size of the firm’s operation can take many
different values instead of just the two values shown in Fig. 2. Specifically, we propose
using a cost function of the form!#

B
w52 (6)
The parameter p indicates the interest rate to be paid on invested wealth (W) and B is a
cost parameter. Clearly, higher invested wealth increases fixed (and average) costs on
the one hand but decreases variable costs on the other. With this general formulation the
problem to be solved is one of finding the optimal level of invested wealth. Maximizing
expected profits leads to the optimal size of invested wealth according to!?:

W e |:8P2 + (1 - 8)22]2
8Bp

Equation (7) clarifies the strategic importance of scaling the wealth invested according
to an accurate estimate of the likelihood of expansion times.

C=pW+

(N

14 This cost function has already proved helpful in the modeling of industrial concentrations processes
(Rotheli 2008).

15 The problem to be solved is Maxg o w E(ID) = s[@—pw— B Qz} + (1—2¢) [Q

wo.5
B2
—PW - s 2 ]
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Fig. 3 Expected profit and subjective probability of expansion

When using the term ¢ for the objective and accurate estimate of this probability
and &* the (possibly biased) subjective estimate of this probability we can clarify how
a biased assessment hurts the firm. Figure 3 shows how expected profit varies with the
subjective probability of the decision maker. The three lines for expected profit stand
for three possible differences between P and P over the business cycle. The solid
line stands for expected profit with the largest price difference and the dotted line for
the smallest price difference. Independently of the price difference the maximum of
the profit function is reached when the subjective expectation of the decision maker
coincides with the objective expectation, i.e., when ¢* = . If W is chosen by an overly
optimistic outlook regarding the relative frequency of good times (with ¢* > ¢) the
firm will chose too large a level of invested wealth while too pessimistic an assessment
will result in a level of W that is too small. In both cases expected profit is reduced.

5 An empirical example

Here, we provide empirical evidence relating to the theoretical analysis offered. We
will document for one industry for which the relevant data are available (1) that sell-
ing prices vary significantly over the cycle and (2) that the price spread across the
production portfolio is also affected by the cycle. Finding (1) suggests that the firms
in this industry tend to profit from an accurate assessment of long-run business cycle
frequencies while finding (2) indicates that this industry also tends to benefit from
sharpened, more accurate, short-run forecasts of the cycle.

For an empirical study of this kind it would greatly help to have the selling prices
of products (or product lines) for individual firms over time. In particular, we would
need time series stretching back over several business cycles. Unfortunately, such data
is extremely hard to come by. Hence, we limit our analysis to one particular industry.
We chose the U.S. petroleum refinery industry because it is probably the only industry
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for which the price data from the Bureau of Labor Statistics on industrial producer
prices (PCU-code 32411) coincides with the selling prices of a representative firm in
this industry.'® Moreover, the assumption of perfect competition made in the analysis
accords well with the functioning of markets for refinery products. In particular, besides
the price index for the whole industry we have sub-indexes for the following product
groups:

(1) Regular gasoline (PCU-324110324110121)

(2) Premium gasoline (PCU-324110324110123)

(3) Jet fuel (PCU-3241103241104Y)

(4) Kerosene, except jet fuel (PCU-3241103241107Y)

(5) Home heating oil and other distillates (PCU-324110324110AY 1)
(6) Diesel fuel (PCU-324110324110AY2)

(7) Heavy fuel oils (PCU-324110324110DY)

(8) Liquefied refinery gases (PCU324110324110R)

Here we leave out products for which the time series of prices does not reach back as
far as the 1980s (e.g. we exclude mid-premium gasoline). In the following we report
results of estimating the following type of time-series regression

In(Pis) = vo + niln (PP™) + yaln (Y) . ®)

In this estimation P; is the price of good (or group of goods) i while PO'L stands for
the price of crude oil which is the dominant cost variable in this industry. Real U.S.
GDP (Y) captures the effect of the business cycle on prices. Table 1 shows the findings
for the estimation period 1986Q4-2015Q2.7 The first line documents the estimates
relating to the price index for the whole industry. The coefficient of real GDP in this
case has a value of 0.342 and is statistically highly significant. Hence, prices in this
industry are clearly procyclical and this finding makes it clear that petroleum refining
is an industry that is likely to benefit from an accurate estimate of long-run frequencies
of booms and busts.

The subsequent lines in the table show the results of the price equations for the
various subgroups of products. Here we find significant differences for the GDP-
coefficients across groups of goods. Diverse values of the y»-parameter for different
goods indicate that the spread of prices in this industry varies as GDP changes over the
cycle. In particular, the price for heavy fuel oil reacts strongest to changes in aggregate
output (with a y,-coefficient of 0.598) while prices for jet fuels and kerosene barely

16 A description of this industry and the typical product mix of firms can be found in chapter 5, Office of
Technology Assessment (1983). Refineries are in a position to influence the mix of output in a multistage
production process and use this flexibility to adjust to changing market conditions (see Gary et al. 2007).

17" All estimates reported here use logs of level data. Tests for unit roots indicate that all individual prices
of refinery products as well as the price of oil and real GDP are non-stationary as indicated by augmented
Dickey—Fuller test statistics for the hypothesis of a unit root with a p value of at least 0.3. Hence, in order
for the equation in level terms as shown in (8) to have the necessary properties for testing we need to make
the case that (8) represents a cointegration equation. This proposition is supported by Dickey—Fuller test
statistics concerning the residuals of the estimated equations which indicate stationarity of the residuals in
all cases at the 1% level of significance.
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Table 1 Regression results for prices in the petroleum industry

Product type Y0 Y1 V2 R? SEE DW

Gasoline —1.303* 0.863** 0.342%%* 0.973 0.109 1.551
(0.638) (0.025) (0.075)

Regular gasoline —1.181 0.822%%* 0.314%%* 0.976 0.116 1.644
(0.652) (0.027) (0.077)

Premium gasoline —0.557 0.773%* 0.274%% 0.966 0.111 1.509
(0.636) (0.025) (0.074)

Jet fuel 1.001 0.9837%#* 0.036 0.974 0.110 1.688
(0.719) (0.035) (0.113)

Kerosene, except jet fuel 0.513 1.042%* 0.064 0.968 0.135 1.597
(0.963) (0.035) (0.113)

Home heating oil —1.148 0.863** 0.313%%* 0.967 0.120 1.784
(0.798) (0.030) (0.094)

Diesel fuel —1.393 0.927%* 0.316%* 0.973 0.117 1.824
(0.733) (0.028) (0.086)

Heavy fuel oils —3.755 0.826%** 0.598%** 0.967 0.126 1.225
(0.774) (0.030) (0.091)

Liquefied refinery gases® —3.924 0.323%* 0.582%%* 0.962 0.145 1.443
(0.774) (0.030) (0.091)

***Significance at the 1 and 5% level of significance, respectively. Numbers in parentheses are standard
errors of estimated coefficients

4 Liquefied refinery gases are the only case where the inclusion of a lagged endogenous term is appropriate
(its estimated coefficient in this case is 0.530 with a standard error of 0.118)

move with the cycle with y»-coefficients of 0.036 and 0.064, respectively. The price
responses for gasoline and heating oil to changes in GDP lie between these polar
values.

The documented heterogeneity of responses to variations in GDP indicates that the
spread of prices in the petroleum refining industry varies markedly over the cycle. This
is the requisite for short-term forecasting to be profitable. We can further highlight this
effect by focusing on one pair of prices of refinery products which show a markedly
different reaction to real GDP. Motivated by the findings from Table 1 we choose the
relative price of heavy fuel oil (strong response to GDP) and jet fuel (weak response
to GDP). The following shows the result of a regression in which the relative price of
these two products is explained:

In(Pyr/Pif) = —2.547+0.4691n (Pyr/Pis) . +0.3021n (Y,
n (Pus/Pif), 2547+ 0.400 n (Pur/Pif),_, 0:302In (Yr)

— 0.087n (P'F) )
(0.028)

0.421, SEE = 0.106, DW = 2.157

=
[ ]
|
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Here, the numbers in parentheses below the estimated coefficients show their standard
errors. The key coefficient here, with an estimated value of 0.302, gives the elasticity
of this relative price with respect to real GDP. As is to be expected this coefficient is
both economically significant in the sense of our analysis and statistically significant.
In summary, our results show a general movement of selling prices over the cycle
combined with a variation of the price spreads. Thus, the oil refining industry tends
to benefit from basing capacity choices on an accurate assessment of the relative
frequency of expansions and contractions. It further gains from a sharpened short-run
forecast that allows it to choose a favorable composition of outputs.

6 Conclusions

The optimization of the output mix over the business cycle is one important way
in which producers may benefit from business cycle forecasting. For this operative
problem even the small increase in predictive accuracy that active business cycle
forecasting has to offer may be well worth its costs. A further, strategic, potential for
business cycle assessment relates to the firm’s optimal size of operations. Here, an
accurate assessment of the relative frequencies of expansion and contraction periods
is shown to be the key element business cycle analysis has to offer.

The circumstances in which business cycle forecasting is profitable will not apply
to all firms and industries. Some producers will benefit from both an informed short-
run forecast and an accurate assessment of business cycle frequencies. The empirical
analysis presented in this article indicates that the petroleum refining industry is in this
group. Others will only benefit from either a sharpened short-run forecast or an accurate
long-run assessment or not at all. Future research will benefit from access to data
covering individual firms or groups of firms for which the relevant selling price data
across the output portfolio is available. Such data can help identify industries or firms
likely to benefit from business cycle forecasts. Let us finally address the question what
business can do about business cycle risks besides forecasting. A sizeable literature
has studied the possibilities for firms to take precautions for recessions (e.g., Marx
1980; Pearce and Michael 2006). Although precautions for possible downturns such as
regional and market-wise diversification may complement business cycle forecasting
they will hardly be able to replace it.
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